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• Concluding Remarks



A Few Things To Consider

• Know your Network
• What does a performing network look like?
• Do you have a good benchmark trace?
• Network Map?
• Is It Documented?
• Is There a Change Log?

• What’s the problem?
• During development, debugging may be needed
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• During development, debugging may be needed
• Did it even hit z/OS, z/VM or zLinux TCP/IP?
• Why is the SYN failing?
• Is the response time reasonable?
• TCP retransmission packets
• Dropped TCP packets

• What Protocols Are Involved?
• TCP/IP?
• UDP?
• ICMP?



How to Take a Packet Trace?

• z/OS CTRACE: SYSTCPDA, SYSTCPOT

• Set up an External Writer Proc
E.g., SYS1.PROCLIB(AESWRT):

//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440,DPRTY=15//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440,DPRTY=15
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//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440,DPRTY=15//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440,DPRTY=15

//TRCOUT01 DD DISP=SHR,DSN=//TRCOUT01 DD DISP=SHR,DSN=trace.datasettrace.dataset

• Set up tracing parameters
E.g., SYS1.PARMLIB(CTAESPRM):

TRACEOPTS ON WTR(TRACEOPTS ON WTR(AESWRTAESWRT))



z/OS CTRACE: SYSTCPDA

• To Start Tracing:
TRACE CT,WTRSTART=AESWRT
V TCPIP,,PKT,CLEAR
V TCPIP,,PKT,LINKN=<link>,ON,FULL,PROT=TCP,IP=<ip addr>
TRACE CT,ON,COMP=SYSTCPDA,SUB=(TCPIP),PARM=CTAESPRM

• To Stop Tracing:
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• To Stop Tracing:
V TCPIP,,PKT,OFF
TRACE CT,OFF,COMP=SYSTCPDA,SUB=(TCPIP)
TRACE CT,WTRSTOP=AESWRT,FLUSH

• To View Tracing Status:
D TRACE,WTR=AESWRT

Verify that the external writer is active

D TCPIP,,NETSTAT,DE
Verify that TrRecCnt is non-zero and incrementing



z/OS CTRACE: SYSTCPOT

• OSA-Express2 Network Traffic Analyzer (OSAENTA)

• Trace packets to a host attached to an OSA-Express2.
• The host can be an LPAR with z/OS, z/VM or Linux.  
• The trace function is controlled by z/OS Communication Server, while the data is 

collected in the OSA at the network port.  

• Pre-Reqs:
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• Pre-Reqs:
• Install the required PTFs for z/OS V1R8 (APAR PK36947).
• Install the microcode for the OSA (2094DEVICE PSP and the 2096DEVICE PSP).
• Update the OSA using the Hardware Management Console (HMC) to:

Define more data devices to systems that will use the trace function.
Set the security for the OSA:

LOGICAL PARTITION - Only packets from the LPAR
CHPID - All packets using this CHPID

• Verify the TRLE definitions for the OSA that it has one DATAPATH address 
available for tracing.  Note that two DATAPATH addresses are required – one for 
data transfers and the other for trace data.



z/OS CTRACE: SYSTCPOT

• To Start Tracing:
TRACE CT,WTRSTART=AESWRT
V TCPIP,,OSAENTA,PORTNAME=<port>,CLEAR
V TCPIP,,OSAENTA,PORTNAME=<port>,ON,NOFILTER=ALL
TRACE CT,ON,COMP=SYSTCPOT,SUB=(TCPIP),PARM=CTAESPRM

• To Stop Tracing:
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• To Stop Tracing:
V TCPIP,,OSAENTA,PORTNAME=<port>,OFF
TRACE CT,OFF,COMP=SYSTCPOT,SUB=(TCPIP)
TRACE CT,WTRSTOP=AESWRT,FLUSH

• To View Tracing Status:
D TRACE,WTR=AESWRT

Verify that the external writer is active



z/OS CTRACE: SYSTCPOT
• To View Tracing Status (continued):

D TCPIP,,NETSTAT,DE

OSA-EXPRESS NETWORK TRAFFIC ANALYZER INFORMATION:                        

OSA PORTNAME: DR281920          OSA DEVSTATUS:     READY               
OSA INTFNAME: EZANTADR281920  OSA INTFSTATUS:    READY               
OSA SPEED:    1000            OSA AUTHORIZATION: LOGICAL PARTITION   
OSAENTA CUMULATIVE TRACE STATISTICS:                                 

DATAMEGS:   1                     FRAMES:          3625            
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DATABYTES:  1641283               FRAMESDISCARDED: 0               
FRAMESLOST: 0                                                      

OSAENTA ACTIVE TRACE STATISTICS:                                     
DATAMEGS:   0                     FRAMES:          23              
DATABYTES:  6148                  FRAMESDISCARDED: 0               
FRAMESLOST: 0                     TIMEACTIVE:      2               

OSAENTA TRACE SETTINGS:           STATUS: ON                         
DATAMEGSLIMIT: 2147483647         FRAMESLIMIT:     2147483647      
ABBREV:        480                TIMELIMIT:       10080           
DISCARD:       NONE                                                

OSAENTA TRACE FILTERS:            NOFILTER: ALL                      
DEVICEID: *                                                        
MAC:      *                                                        
VLANID:   *                                                        
ETHTYPE:  *                                                        
IPADDR:   *                                                        
PROTOCOL: *                                                        
PORTNUM:  * 



z/VM:

• To enable the trace:
• NETSTAT OBEY PACKETTRACESIZE 256
• NETSTAT OBEY TRACEONLY ETH0 ENDTRACEONLY

• To start data collection:
• TRSOURCE ID TCP TYPE GT BLOCK FOR USER tcpip_userid
• TRSOURCE ENABLE ID TCP
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• TRSOURCE ENABLE ID TCP

• To stop data collection:
• NETSTAT OBEY PACKETTRACESIZE 0
• NETSTAT OBEY TRACEONLY ENDTRACEONLY
• TRSOURCE DISABLE ID TCP

• To analyze a TRF trace file:
• IPFORMAT command
• Use the TRF2TCPD utility to convert the TRF file to pcap (tcpdump) 

format



Know Your Protocols and 
Applications - TCP

• TCP Functions
• Establish Connections
• Manage Connections
• Terminate Connections
• Handling and Packaging Data
• Transferring Data
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• Transferring Data
• Providing Reliability
• Flow Control and Congestion Avoidance



TCP Fundamentals

• It Started as NCP – Network Control Protocol and Then Became 
Transmission Control Program

• Sorta like TCP and IP combined – RFC 675

• Improved and split into TCP (Transmission Control Protocol) 
and IP (Internet Protocol) – RFC 793
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and IP (Internet Protocol) – RFC 793

• Reliable Transportation of Data Over a Network

• Sliding Window Acknowledgement – A method used by TCP to 
manage the reliability and the rate of the data transmission 

• Control bits – ACK, PSH, SYN, FIN, RST, URG

• Nagel Algorithm to prevent "send-side silly window syndrome”
• Datagrams with small amounts of data - where the header is larger than the payload



TCP Codes Explained

• ACK – Acknowledge receipt of the packet

• PSH – Push – Send the data immediately

• SYN – Synchronize – Establish a connection

• FIN – Finish – Terminate the connection
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• FIN – Finish – Terminate the connection

• RST – Reset – See a Lot of These There Is a PROBLEM!

• URG – Urgent – Send It in a Hurry!



Sliding Window Acknowledgement

• Advertised window size - This field contains the amount of 
data that may be transmitted into the buffer. 

• Sequence number – Identifies the first byte of data in this 
segment. 

• Acknowledgment number – Identifies the next byte of data 
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• Acknowledgment number – Identifies the next byte of data 
that a recipient is expecting to receive. 

• With this information, a sliding-window protocol is implemented. 



Sliding Window Acknowledgement

• Transmit categories
1. Bytes Sent And Acknowledged 
2. Bytes Sent But Not Yet Acknowledged 
3. Bytes Not Yet Sent For Which Recipient Is Ready 
4. Bytes Not Yet Sent For Which Recipient Is Not Ready

• Receive categories
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• Receive categories
1. Bytes Received And Acknowledged. This is the receiver’s complement 

to Transmit Categories #1 and #2. 
2. Bytes Not Yet Received For Which Recipient Is Ready. This is the 

receiver’s complement to Transmit Category #3. 
3. Bytes Not Yet Received For Which Recipient Is Not Ready. This is the 

receiver’s complement to Transmit Category #4. 



Sliding Window Acknowledgement

Receiver Sender

Bytes 1-10 
Received & 

Acknowledged

Bytes 21-30
sent and not 

acknowledged

Bytes 11-20 
Received & Not 
Acknowledged

10 Available Bytes Bytes 31-40

Bytes 11-20 
Received & 

Acknowledged

Bytes 11-20
sent and not 

Acknowledged
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Receive
Window
60 bytes

Bytes 31-40 
Received & Not 
Acknowledged Usable 

Window
40 bytes

10 Available Bytes

30 Available Bytes

Bytes 41-500
Not yet sent

Bytes 31-40
sent and not 

Acknowledged

Usable 
Window
50 bytes

40 Available Bytes



Sliding Window Acknowledgement

Receiver Sender

Bytes 1-20 
Received & 

Acknowledged
Bytes 21-50
sent and not 

Acknowledged

Bytes 51-500
Not yet sent

Bytes 1-50 
Received & 

Acknowledged

Bytes 21-30 
Received & Not 
Acknowledged

Bytes 31-40 
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TCP is a cumulative
acknowledgement

system.

Bytes 31-40 
Received & Not 
Acknowledged

Bytes 41-50 
Received & Not 
Acknowledged



TCP Sequence of Events

• Establishing a connection

• Data transfer

• Termination
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Establishing a Connection 
The 3 Way Handshake

Client Server

SYN
Seq Num = 3557

ACK Num = 0

Socket

Connect
Let’s Talk

Socket
Bind
Listen
LISTEN
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ACK/SYN
ACK Num =  3558
Seq Num = 91248

ACK
ACK Num = 91249

Let’s Talk
SYN-SENT

OK, Let’s Talk
SYN-RCVD

Thanks!
ESTABLISHED

Accept
Conversation 
Established
ESTABLISHED

LISTEN



Establishing a Connection 
The 3 Way Handshake

Window 
Size

Connection Triplet
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SEQ & ACK #’s



Establishing a Connection 
Packet Details
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TCP Header

SEQ. Number

ACK Number
FlagWindow Size



Data Transfer

Ouch! A 
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Ouch! A 
Retransmission!!

TCP parm 
limits bursts 
to two 1500 

byte packets



Connection Termination

Client Server

FIN

I’m done!
FIN-WAIT1

Ok!
OK!

CLOSE-WAIT

Copyright © 2009 Applied Expert Systems, Inc. 2222

ACK

OK, Goodbye
CLOSED

Ok!
FIN-WAIT2

Connection 
Closed

FIN

ACK

CLOSE-WAIT

Connection 
Closed

Hey, 
Application, 

We’re Shutting 
down!

LAST-ACK

OK!
TIME-WAIT

You’re done!

Wait



Connection Termination
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Disconnect 
Sequence



FTP Diagnosis

Copyright © 2009 Applied Expert Systems, Inc. 2424



FTP Diagnosis – zoom in on FTP ports: 
Control connection vs. Data connection
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FTP Diagnosis – Analyze the PORT 
command
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FTP Diagnosis – Analyze the PORT 
command continued

PORT 137,72,43,137,40,196

• Specifies that the FTP Server will initiate the data connection

• Client’s IP Address: 137.72.43.137

• Client’s Port: 40 * 256 + 196 = 10436
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• Client’s Port: 40 * 256 + 196 = 10436

• Expect to see a SYN packet:

• from server (137.72.43.207)

• to client (137.72.43.137)



FTP Diagnosis – check the equivalent 
Sniffer trace
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FTP Diagnosis

Sniffer trace shows the PORT command was sent to the server 
but there was no SYN packet coming in – SYN packet was “lost”

Might be related to firewall issues - check firewall setting, 
FTP.DATA and TCP PROFILE settings. 

Passive FTP:
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Passive FTP:

• Client initiates the data connection.

• Check to reply to the PASV command to determine the IP 
address and Port number of the server for the data connection.



FTP Diagnosis – Passive FTP
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FTP Diagnosis – Analyze the PASV Reply
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Client will connect to the Server Port  
3679 for data connection:
Server IP = 137.72.43.207
Server Port = 14 * 256 + 95 = 3679



Know Your Protocols and 
Applications - IP

IP is an unreliable, connectionless, unacknowledged protocol

• IP Functions

• IP Fundamentals

• IP Sequence of Events
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• IP Sequence of Events



IP Functions

• Delivery of datagrams across a network of connected networks

• Addressing – Classful, Subnetting

• Data Encapsulation and Packaging

• Fragmentation and Reassembly
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• Fragmentation and Reassembly

• Direct and Indirect Delivery



IP Fundamentals

• RFC 791 – IPv4 – There was no 1, 2 or 3!

• Addressing
• Classful - Network Bits & Host Bits

• A  - 8 Network, 24 Host   1.0.0.0 to 126. 255.255.255
• B  - 16 Network, 16 Host  128.0.0.0 to 191.255.255.255
• C  - 28 Network, 8 Host    192.0.0.0 to 223. 255.255.255 
• D  - n/a – multicasting       224.0.0.0 to 239. 255.255.255
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• D  - n/a – multicasting       224.0.0.0 to 239. 255.255.255
• E  - n/a – experimental      240.0.0.0 to 255. 255.255.255

• IP Addresses with special connotations
• 0.0.0.0 – refers to this device (When it does not know its address)
• 255.255.255.255 – broadcast address – to all hosts on this network

• Reserved, Private and Loopback Addresses
• Reserved – blocks of addresses set aside with no defined purpose at this time
• Private – Allows the creation of private internets – RFC 1918 – Unroutable addresses 

to the public internet
• 10.0.0.0 – 10.255.255.255
• 172.16.0.0 – 172.31.255.255
• 192.168.0.0 – 192.168.255.255

• Loopback - 127.0.0.0. to 127.255.255.255  - used for testing purposes



IP Fundamentals

• Addressing – continued
• Subnetting – RFC 950 adds subnetworks to a network
• Host is broken into Subnet and Host
• Facilitates breaking a large network into groups of smaller networks

• Encapsulation and Formatting
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• Interprotocol Operation
• Data is passed down to the lower layers of the OSI Model
• Each Lower Layer Encapsulates the message with it’s own format
• IP Receives messages from TCP and UDP
• IP adds its header information to the message



Encapsulation & Packaging

Appl
Header Application Data

Application 
Layer

Appl
Header

Application Data

TCP/UDP Message

TCP/UDP
Header

TCP/UDP
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Appl
Header

Application Data

IP Packet

TCP/UDP
Header

IP
Header

Layer 2 Frame

TCP/UDP
Header

Appl
Header

Application DataIP
Header

Layer 2
Header

IP

Layer 2



IP Fragmentation and Reassembly

• Fragmentation and Reassembly
• MTU – The Maximum Transmission Unit of a Device is Smaller than the 

Incoming Packet Size
• Reassembly is done at the destination device
• Try to Avoid – Causes More Work for the Network Devices

• More packets to route 
• More data is routed (additional bytes due to headers on the fragments)
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• More data is routed (additional bytes due to headers on the fragments)
• Reassembly uses CPU at the destination device 

• Fragments may also be fragmented if they go through a device with a 
smaller MTU!



IP Fragmentation and Reassembly

Appl
Header

Application DataTCP/UDP
Header

IP
Header

Appl
Header

Application DataTCP/UDP
Header

IP
Header

Application DataIP
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Application DataIP
Header

Flags

More Fragments (MF)

Don’t Fragment

Reserved

Fragments

1

1500 Byte PacketRouter with
1000 Byte MTU



IP Fragmentation and Reassembly

MF Offset
Data – 8980 Bytes

9000 byte packet – 8980 data + 20 byte IP Header

3300 byte MTU Device

00

0
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OffsetMF

OffsetMF

OffsetMF

1

1

0

Data – 3280 Bytes

Data – 3280 Bytes

Data – 2420 Bytes

0

410

820

3300 byte packet – 3280 data + 20 byte IP Header

3300 byte packet – 3280 data + 20 byte IP Header

2440 byte packet – 2420 data + 20 byte IP Header



IP Reassembly

• Fragment Recognition
• The MF flag is set and the Fragment Offset has a value other than 0

• Fragmented message is identified by:
• Source and Destination IP address

• Protocol in the header
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• Protocol in the header

• Identification field

• Buffer Initialization
• Created to store fragments as they arrive

• Keeps track of which portions are filled (Offset determine where in the 
buffer the fragment will be)

40



IP Reassembly

• Timer Initialization
• Timer ensures that the receiving device doesn’t wait forever for IP 

fragments to arrive

• IP relies in the upper layer to notify the sender the packet was not 
received 
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• Fragment Receipt and Processing
• When a fragment arrives, it is placed in the buffer

• When the packet is completely reassembled, it is processed as an 
unfragmented packet

41



Direct and Indirect Delivery

• Direct Delivery
• Packets are sent between two devices on the same physical network

• Indirect Delivery (Routing)
• Packets are sent between two devices on a different physical network

Copyright © 2009 Applied Expert Systems, Inc.

• Packets go through routers to get to the final destination
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IP Header

Fragmentation FlagsDo not fragment not set

More Fragments not set
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Fragment offset flag

Fragmentation Flags



Working Our Way Through a DNS Trace

• Case #1 – A successful DNS query
• Submit a name for an IP Address Request

• Case #2 – A failed DNS query
• Name does not exist
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DNS Query Packets 

Query

Response
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This is why you 
need to understand 

UDP!



A successful DNS query
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DNS uses UDP

DNS header – homework – look It up: http://www.dns.net/dnsrd/rfc/ 



A successful DNS query

DNS response message
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DNS request

DNS replies



A failed DNS query
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Recursion Desired
Recursion Available

Non-existent Name



Know Your Protocols and 
Applications - UDP

User Datagram Protocol

• RFC 768 – 3 Pages long!

• Simple and Fast

• Applications do not require Acknowledgement, Reliability or 
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• Applications do not require Acknowledgement, Reliability or 
Message Flow Control

• Messages can be lost with no consequence



Know Your Protocols and 
Applications – UDP Message Format
• Pseudo Header (Prepended to the UDP Datagram 12 bytes)

• IP Source Address
• IP Destination Address
• IP Protocol Field
• UDP Length Field

• UDP Header (8 Bytes)
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• UDP Header (8 Bytes)
• Source Port
• Destination Port
• Length
• Checksum (Pseudo Header and Header only)

• Data – Variable Length



Know Your Protocols and 
Applications – UDP

UDP Applications

• Bootstrap Protocol - BOOTP

• Dynamic Host Configuration Protocol – DHCP

• Domain Name Services – DNS

Copyright © 2009 Applied Expert Systems, Inc. 51

• Domain Name Services – DNS

• Enterprise Extender - EE

• Router Information Protocol – RIP-1, RIP-2

• Simple Network Management Protocol – SNMP

• Trivial File Transfer Protocol – TFTP



Enterprise Extender

• SNA Transport over UDP ‘Pipelines’ through IP cloud

• No changes to SNA applications, just Comm. Server

• Requires correlated VTAM – TCP/IP definitions and priorities
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- VTAM XCA Node & Switched Node - COS match w/ Remote CP
- IP Link = IUTSAMEH, UDP Ports based on TOS priorities
- 12000 (C0 = net/control TOS) up to 12004 (20 = low TOS)

52



Enterprise Extender

• SNA “handshaking” still happens at “lowest level”
(Preserves SNA error checking/handling)

• With 3 packet header additions for routing flow control…
1) Rapid Transport Protocol (RTP)

“Hybrid” routing layer between IP/UDP packets & SNA
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“Hybrid” routing layer between IP/UDP packets & SNA
2) Automatic Network Routing (ANR)

Correlation between IP-style priorities (TOS) and…
SNA-style session and path priorities (COS and TG’s)

3) First, Adaptive Rate-Based Flow (ARB), now ARB2
Provides algorithm to better handle performance
Avoids potential “lost data” issues since connectionless

53



Enterprise Extender Packet Filtering
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EE XID Init Packet: ‘Packet Details’
(Record #178 - Part 1)
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EE XID Init Packet: ‘Packet Details’
(Record #178 - Part 2)
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EE XID Init Packet: ‘Hex Decode’
(Record #178 - Part 2 – skipped Part 1)
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EE XID Init Packet: ‘Packet Details’
(Record #180 - Part 1)
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EE XID Init Packet: ‘Packet Details’
(Record #180 - Part 2)
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EE XID Init Packet: ‘Hex Decode’
(Record #180 - Just Part 1)
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EE XID Init Packet: ‘Packet Details’
(Record #192 - Only Part)
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EE XID Init Packet: ‘Packet Details’
(Record #192 - Only Part)
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XID Complete ACK: ‘Hex Decode’ 
(Record #197 - Part 1)
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XID Complete ACK: ‘Hex Decode’ 
(Record #197 - Part 2)
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EE XID Init Packet: ‘Packet Details’
(Record #197- Part 1)
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EE XID Init Packet: ‘Packet Details’
(Record #197- Part 2)
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EE XID Init Packet: ‘Packet Details’
(Record #197- Part 3)
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Know Your Protocols and 
Applications - ICMP

Internet Control Message Protocol

• Overview

• A Sampling of Messages
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ICMP Overview

• RFC
• 792 – Basic Operation
• 1256 – Router Discovery Messages
• 1393 – traceroute
• 1812 – IPv4 Router Requirements

• Unreliable, Connectionless, Unacknowledged Delivery
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• Unreliable, Connectionless, Unacknowledged Delivery

• Administrative Assistant to IP

• Message Classes
• Error Messages
• Informational Messages
• 8 Bit Field

• 256 possible  messages
• Defined Sequentially on a First Come, First Served Basis



ICMP Overview

• Message Codes
• Additional Information
• 8 Bit Field
• Sort of a Message Subtype

• ICMPv4

Copyright © 2009 Applied Expert Systems, Inc. 70

• ICMPv6



ICMP Message Samples (ICMPv4)

• Echo Request – Type value 0

• Echo Reply – Type Value 8

• Destination Unreachable – Type Value 3

• Time Exceeded – Type Value 11
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• Time Exceeded – Type Value 11

• Traceroute – Type Value 30

• Router Advertisement – Type Value 9

• Router Solicitation – Type Value 10



Concluding Remarks

• Know your network (response times, configuration, etc.)

• Know the protocols involved in the problem area

• Take traces at different points in the network to isolate the problem

• Find ways to eliminate excess traffic
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• Find ways to eliminate excess traffic
• OSPF Routing and Advertisements
• M/S Netbios
• SQL and DB Queries
• ICMP
• Others?

• Analyze, analyze, analyze


